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Abstract    

The use of Machine Learning(ML) has become prevalent and almost 
inevitable nowadays, as a result of the nearly limitless amount of available 
resources and data, the rapid growth of cheaper but more powerful processing 
methods, and the improvement of storing data capacity. The practice of applying 
ML is a quickly growing field in computer science and it solves problems that are 
too difficult or time consuming for humans to solve. It is even more appealing to 
the other fields such as social media, where Big Data is analyzed through ML.  In 
this project, we will demonstrate a detailed process of applying ML to understand 
one of the largest social media's data, YouTube.  

 
Introduction 

YouTube is an influential and popular online video-sharing tool that is rated 
as one of the largest search engines owned by Google. Because of its convenient 
feature of uploading and sharing videos, it has reached 1.9 billion users worldwide 
by the end of 2019. Each day, more than 1 million videos are being viewed in the 
U.S., and almost 5 million videos are being viewed globally. As such a well-known 
and wide-used social media platform, YouTube is impacting people’s life. Different 
types of businesses use YouTube to advertise and promote their new products; 
singers use it to drop their newest songs, other people use it to share various 
aspects of their daily lives.  

On YouTube webpage, it has a list of the top trending videos of the day, 
which is generated through measuring users’ interaction, such as the number of 
views/likes/comments/shares. That is to say, the most trending videos are not the 
most viewed videos, but a combination of those factors. Of course, the more 
likes/views/comments you get, the more likely your video will become trending in 
the Youtube community. Therefore, understanding what is trending on Youtube 
could give us information about its users, because it indicates what most users are 
interested in at the moment. Plus, with some demographic information of the 
users, we can draw more precise conclusions in terms of a specific group of users 
on YouTube. 
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Fig.1 Youtube Users’ demographic by age 

   

Hence, our goals for this project are: To identify key features that predict 
trending videos are being liked the most in the U.S. Use Machine Learning to train 
model(s) on prediction and then evaluate and improve model performance. We 
targeted a broad range of audience, basically anyone who is interested in the topic. 
Ideally, we wanted to show the process of using big data and build the model to 
explain and predict the question of interest.  The question that we are trying to 
solve are following: 

I. What information can we extract from our dataset? How do we clean and 
transform the data so we can best do the analysis?  

II. Which features influence the most on prediction on the number of likes on 
trending YouTube videos?  

III. How do the models perform and how should we evaluate and compare 
different models. What is the Root Mean Square Error and R-square figure of 
each model? 
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Methodology 
Data Identification 

The data was pulled from Kaggle(link of the web data), and we used the 
method that was provided on Kaggle to retrieve the data set that we want to study. 
The dataset was built originally from kaggle with script scraping the most relevant 
information from videos that are currently trending on YouTube in a specific set of 
countries. The data information contains about six month of trending YouTube 
videos on it. And the country we focused on is the United States in this research. 
The reason why we chose to use the dataset from kaggle is that it has richful 
information and the contributor of this data set is an experienced author that has 
published a variety of work online.  
 
Data Acquisition & Filtering 

The data set was finalized with 40,949 rows and 16 columns. Although the 
YouTube API allows us to efficiently collect the dataset, it does not guarantee that 
every single feature variable will be suitable for model prediction. In order to better 
understand the list of feature variables, we checked how many null values each 
variable has to better understand how we should handle null values within our 
dataset. Besides the variable “Description” that has 570 empty rows, every other 
variable has zero empty rows. Since the nulls in this column are hard to correctly 
impute and may represent different meanings and dropping those empty rows 
creates bias among the whole dataset, therefore, we decided to drop “Description”. 
The second group of variables that we decided to drop are “videos_id” and 
“thumbnail_link”. The reason to drop them is because they are meaningless to the 
response as they are both unique to each video and may not provide any 
information to our response variable.  

 
Data Extraction 

As for checking the data type of all variables, we found that variable 
“publish_time” is a time data type that contains the detail of date and time of which 
the video was published. Therefore, We dissected the column “publish_time”  and 
extracted several time features, including “publish_hour”, “publish_dayofweek”, 
“publish_month”, “publish_quarter” and “publish_year” into individual feature 
columns.  
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Fig.2 Extracting hour, dayofweek, month, quarter, and year from ‘publish_time’ 

 

Data Preparation 
In this part, we conducted data checking by calculating the mean, standard 

deviation, max, and min figures of each variable column. By doing that, we can see 
if there are any outliers or bad inputs. We also wanted to avoid having string values 
be misplaced in the numerical columns.   

 
Fig.3 Count, Mean, Stddev, Min, and Max of all variables 

 

 
Data Aggregation & Representation 

Natural Language Processing (NLP) is one of the most important parts in 
exploratory data analysis of machine learning. We used NLP analysis to process 
three string type variables, “tag”, “title”, and “channel_title”. We first combined these 
three variable variables to column “text”. Then we cleaned the words that had no 
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meaning in the text and removed redundant words that might not add much value 
to the meaning of the response from this column. This is to only keep the words 
that could be informative in the text to better use it in the later modeling step. We 
then separated each single word and stored them in a new column ‘tokens’. Next, 
we found the most frequent words of each row in the ‘tokens’ column and stored 
them in the “most_common” column. We then formalized a list of top 10 most 
frequent words from column “most_common” and finally, returned True or False in 
the newly created column “popular_word” associated with the word in 
“most_common” column if it is also in the list of top 10 most frequent words.  

 

Fig.4 Columns created for NLP analysis and the list of the top 10 frequent words 
 

Analysis 
Exploratory Data Analysis 

It is quite important and useful to understand the relationship between 
variables. And by computing the correlation between independent variables and 
target variable “likes”, we can know that as one independent variable changes, how 
much will the target variable tend to change in specific direction.  

 

 

 

 

 

Fig.5 Correlation from all variables 
to target variable ‘likes’  
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The correlation coefficient ranges from –1 to 1. When it is close to 1, it means 
that there is a strong positive correlation; for example, the number of likes tends to 
go up when the views and common counts go up. When the coefficient is close to 
–1, it means that there is a strong negative correlation; the number of likes tends to 
go down when the videos’ category id goes up. Finally, coefficients close to zero 
mean that there is no linear correlation. The bar chart below represents the 
distribution of likes corresponding to videos’ category id group by publish year. 
YouTube videos are categorized into different groups, and from the plot is shows 
that group number 10 and 29 tend to have more likes than the other groups.  

 

 

 

 

 

 

Fig.6 Distribution of category id and likes 
group by years 

 
 

We then plotted the distribution of publish_hour, publish_dayofweek, 
publish_month, publish_quarter, publish_year in bar charts. 

 

 

 

 

 

 

 

 

Fig.7 Distribution of dayofweek, 
month, quarter and year 
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Fig.8 Distribution of publish hours 

 

The published year of the YouTube Videos in 2017 and 2018 will be the 
primary focus in this study. And it is important to keep in mind that the dataset only 
captured a very small proportion of video data that are published at quarter 3. And 
many of the videos are published during Tuesday to Friday of the week and at 4 
a.m and 9 a.m of the day.  

Fig.9 Views vs Likes among dayofweek distributed on quarters  

 

The graph above shows the pattern between “likes” and “views” of dayofweek 
in different quarters. We can see that quarters, except quarter 3, have a similar 
pattern. And the graph below shows the numbers of True and False for the column 
‘ratings_disabled’, ‘comments_disabled’, and ‘video_error_or_removed’.  

 

 

Fig.10 Numbers of True and 
False on these 3 columns  
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Results 
Linear Regression 

Linear regression model is one of popular and useful machine learning 
techniques in projecting results and identifying the strength of effect that the 
independent variables have on a dependent variable. We first built up the linear 
regression model and splited the dataset randomly into two datasets, train and 
test. The train data set contains 80% of the original dataset and the test dataset 
contains 20%. We set the features column with all the list of all feature variables, 
label column will be the target variable ‘likes’. The parameter of the model will be 
maxIter=10, regParam=0.3, and elasticNetParam=0.8. We then fitted the model with 
the train dataset.  

 

 

 

 
 

 

 

Fig.11 Coefficients, RMSE, and R-squared of linear regression model 

 

The coefficients chart above indicates the top predictors that positively 
influence the projecting response are publish_year, publish_month, 
publish_dayofweek, and publish_hour. These predictors have great contributions to 
the model. The predictor rating_disabled is the one that has the greatest negative 
influence on the model’s response. RMSE measures the differences between 
predicted values by the model and the actual values. In this case, we used the 
model to transform the test data set and to make comparison. R squared at 0.88 
indicates that in our model, approximate 88% of the variability in “likes” can be 
explained using the model. This is in alignment with the result from Scikit-Learn.  
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Decision Tree  
The Decision Tree regression model is another powerful machine learning 

technique that uses a set of binary rules to calculate target values and to make 
predictions. Each individual tree is a fairly simple model that has branches, nodes 
and leaves and it generally uses less amount of time to process.  Before using the 
decision tree model to fit with the training data set, we used Spark's 
ParamGridBuilder to find the optimal hyperparameters in a more systematic 
approach. We defined the grid of hyperparameters to be maxDepth=[2, 5, 10] and 
maxBin=[10, 20, 40, 80, 100]. Then we also conducted a 3-fold cross validation to 
identify the optimal maxDepth and maxBin. Cross Validation is a technique which 
involves reserving a particular sample of a data set on which we do not train the 
model, and this is used when the dataset is relatively small. Later, we test our 
model on this sample before finalizing it.  

 

Fig.12  Bar chart of feature importances, RMSE, and R-square of decision tree regression 

 

The model’s result indicates that it out-performed the linear regression 
model by having a smaller Root Mean Square Error and a much higher R-squared. It 
also means that the decision tree regression model, after hyperparameter tuning, 
better fits with our dataset and more percentage of the variability in “likes” can be 
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explained. The feature importance bar chart above explains which variables take an 
influential role in helping the decision tree model to make predictions. Variable 
views contributed to the model’s response the most. Comment count, publish hour, 
and dislikes are some of the other great influential predictors to the model. The 
best combination that generated the optimal solution is with maxDepth=10 and 
maxBin=80.  

 

Conclusion 
As we explained above, the main goal of machine learning is to train and 

generate a productive and efficient computation model. This report aims to 
showcase the different performances from the two different machine learning 
models, the linear regression and the decision tree regression. Both of these two 
techniques are tied to supervised learning, which uses a training dataset to train 
and fit the model. The linear regression model performed with a worse RMSE of 
78468 and lower R-squared of 0.88. And it intercepted variable publish_year is the 
greatest positive influence on the model and variable ratings_disable is the greatest 
negative influential predictor. However, it can potentially imply that the model is 
underfitting; it cannot detect the interaction between variables, and also cannot 
capture the non-linear relationship. It ultimately leads to a high RMSE and it ends 
up with lack of capacity to make accurate predictions with both training data set 
and new data.  

On the other hand, the decision tree regression model is a better predictive 
model that outperforms the linear regression model. Decision tree regressor has 
the advantage of performing a comprehensive analysis on the consequences of 
each possible decision and it also allows for partitioning the train data set in 
different levels. By combining with the use of paraGrid and cross validation, it offers 
us the option to set the range of the parameters and to choose the optional 
combination from it. The fact that the decision tree model makes explicit all 
possible alternatives and traces each alternative to its conclusion in a single view 
leads to a better performance of RMSE and R-squared.  

 
 


