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Introduction  

The price of housing has always been an interesting and popular topic. Sellers and investors 

would probably love to see the price of housing increase, while buyers are looking for a cheaper 

price of housing. There are a number of attributes that can influence the price of a real estate 

property. And also, linear regression model is one of the most popular and useful machine 

learning techniques in projecting results and identifying the strength of effect that the 

independent variables have on a dependent variable, it will be very useful to use it to conduct 

analytical results. This report aims to address the problems of the following: 

1. Conduct a linear regression model base on the house price data, while using Log 

(Price)/Log(Y) as the dependent variable as opposed to Price/Y.  

2. Find the best estimated linear regression of Log (Price)/Log(Y) on an appropriate set 

of explanatory variables using the properties and interpret the results.  

3. Perform diagnostic analysis on the regression analysis of the final selected model. 

4. Forecast the median and average of Price/Y of a real estate property for the following values 

of the explanatory variables and provide a 95% prediction interval for Price/Y and an 

approximate 95% confidence interval for E[Y].  

 

There are a total of 10 explanatory variables and 2 dependent variables that will be used in 

conducting the data analysis. The table below demonstrates the sample subset of the house 

price data (10 out of a total of 80 properties): 

 

Table 1: Sample of Original Housing Price Data
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Methodology  

Price/Y vs. Log (Price)/Log(Y) 

After introducing the explanatory variables and dependent variables, the next step is to 

conduct exploratory data analysis on the two dependent variables Price/Y and Log 

(Price)/Log(Y). When performing the histogram of the dependent variable Price/Y as the 

chart shown below: 

• It is clear to see that the histogram is skewed to the left with a very long tail. This may 

potentially be problematic since it may highly increase the chance of errors in making 

prediction in the later stage. And it would be desirable to have a histogram of the 

dependent variable that is bell-shaped.  

• The chart also demonstrates that the standard deviation is very large, and the 

distribution does not fit along with the fitting line very much.  

When conducting the probability plot of Price/Y below on figure 2: 

• The plot indicates that there is a very large standard deviation.  

• By visually seeing from graph, most of the points do not follow the straight line.  

• Lots of points are falling outside of the confidential boundaries.  

• The p-value is relatively small which is smaller than 0.005. 

These observations and findings are all displayed in the histogram and probability plot that are 

generated by Minitab below: 

 

Figure 1: Histogram of Price (Y)                                                                   
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Figure 2: Probability Plot of Price (Y)

 

 

 

While applying the logarithmic transformation of the dependent variable Price/Y, it simply 

transforms a highly skewed variable into a more normalized dataset which is the Log 

(Price)/Log(Y). As we see from the figure 3 and figure 4 below, we can detect some of the 

improvement on the distribution and the normality plot: 

• The histogram shows a much lower standard deviation comparing to the one in figure 1.  

• It is clear to see that the distribution is relatively symmetric, and which it follows closely 

with the fitting line on the chart.  

• The probability plot shows that most of the points on the graph follow the straight line 

comparing the points on figure 1.  

• And the points have majority of them stay within the confidential boundaries.  

• The p-value for the Log (Price)/Log(Y) also increases. It is 0.025 which is larger 

comparing to Price/Y of 0.005. It is preferable to choose the larger value of the p-value 

since larger p-value tends to indicate greater normality of the distribution.  

• As summarizing from the observations above, we will choose the Log (Price)/Log(Y) 

as the dependent variable of the regression model. By choosing it as the dependent 

variable, we can have a less deviation from normality in Log (Price)/Log(Y) plot than 

in the Price/Y. 
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These observations and findings are all displayed in the histogram and probability plot that are 

generated by Minitab below: 

 

Figure 3: Histogram of Log Price (Log(Y))

 

 

 

Figure 4: Probability Plot of Log Price (Log(Y)) 
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Correlation Metrics Analysis 

Before we conduct the linear regression model analysis, it is important to obtain a good 

understanding for the data through studying the correlations between the dependent variables 

and the explanatory variables. Correlation is a good measure for knowing the linear 

dependence. The figure below presents the correlation strengths between the dependent 

variable Log (Price)/Log(Y), and explanatory variables (X1-10).  

 

Figure 5: Correlation between Log(Y) and X1-10

 

 

The threshold that was chosen to form the above correlation analysis is 0.65. The cells that are 

highlighted represent with the significant correlation that the value is not in between -0.65 and 

0.65. The reason for choosing 0.65 as the threshold is because we do not want to have too few 

or too many explanatory variables for the initial model. The six explanatory variables are:  

X2: Bathrooms 
X3: Sqft_living 
X5: Floors 
X7: Quality Grade 
X8: Sqft_above  
X10: Built or Renovated  
 

For the next step, the regression model analysis will be conducted in excel following by the 

initial findings and conclusion from the correlation analysis. The graphs below demonstrate the 

results from the initial regression analysis and here presents the regression equation:  

 

Log (Price) = 4.36 + 0.0030 bathrooms + 0.000064 sqft_living 
+ 0.0196 floors 
+ 0.0615 Quality Grade + 0.000026 sqft_above 
+ 0.000320 Built or Renovated 
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Figure 6: Analysis of the Initial Regression Model for Log(Y) and X2, X3, X5, X7, X8, X10

 

 

After conducting the initial regression analysis, we have the observations and findings as follow:  

• The regression equation shows the positive relationship between the dependent 

variables and explanatory variables since the coefficients for these four variables are all 

positive.  

• As looking at the F-value and P-value from the ANOVA section, the p-value is very small 

which equals to 0.001. It indicates that the set of explanatory variables that were 

chosen is fairly a good set from the perspective that not all them being equal to zero. 

And it also indicates to reject the null hypothesis in favor of the alternative hypothesis 

that at least one coefficient is not equal to zero.  

• The F-value is moderately high and we are hoping to get a higher F-value.  

• The R-Squared is equal to 86.3% and which is fairly high. We would like to increase it at 

the later stage to improve the goodness of fitting the mode.  

• For the individual explanatory variables from the Summary Output, both X2 variable 

(Bathrooms) and X10 variable (Built or Renovated) have a relatively high P-value 

(Bathrooms: 0.91, Built or Renovated: 0.62).  

• When looking at the variance inflation factors (VIF) values, both X3 (sqft_living) and X4 

(sqft_above) are very high which are bigger than 5. It indicates there is some collinearity 

between explanatory variables and there is a need to at least remove one of them.  

• The Durbin-Watson Statistic that was obtained from Minitab is equal to 2.00581. It is in 

the range of 1.5 to 2.5 which indicates very little to no presence of auto-correlation 

between the variables and observations.  
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• The four in one plot talks about the normality of the residuals and the constant variables 

of the residuals. The normal probability plot shows that a normal distribution with a 

mean of zero and standard deviation of 0.08913 fits the residuals well. The points are 

mostly following along with the straight line but there is one point seems to fall outside 

of the confidential boundaries. The P-value is bigger than 0.250 which indicates a good 

measure of the normality test.  

• For the Versus Fits scatter plot, there is no apparent heteroscedasticity can be found on 

the graph. It means there is evidence to support the residuals have a constant variance.  

• The Versus order graph shows that the points are relatively chaotic. It indicates that the 

residuals are not infected individually distributed.  

 

The following figures support the observations listed above:  

 

Figure 7: Regression Results Conducted from Minitab    

 

 

Figure 8: Four in One Plots for Residuals of Log (Price) 
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Figure 9: Probability Plot of Residuals 

 

 

The analysis result of the initial regression model indicates there is a need to remove certain 

explanatory variable in order to improve the performance of the existing model. As our 

previously observation on comparing the value of VIF, the explanatory variable which has the 

highest is X3 (sqft_living) so we decide to remove it.  

Remove X3 (sqft_living) Variable  

 

Figure 10: Adjusted Regression Analysis for Log(Y) and X2, X5, X7, X8 and X10
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• As we can initially see from the results below, the VIF values among the explanatory 

variables have a significant drop and they are all either at below 5 or at around 5. It 

indicates the collinearity among explanatory variables drop.  

• For the individual explanatory variables of X5 variable (floors) and X10 variable (Built or 

Renovated), they both have a relatively high P-value (floors: 0.76, Built or Renovated: 

0.91). We should consider removing one of these variables in the next regression model.  

 

Figure 11: Adjusted Regression Results Conducted from Minitab    

 

 

Overall, the removal of the X3 (sqft_living) variable results in improving the performance of the 

regression model. While the VIF value among the explanatory variables have significantly 

decreased, the individual P-value of explanatory variable X10 (Built or Renovated) remains very 

high (at around 0.91) and we decide to remove it.  

Remove X10 (Built or Renovated) Variable  

 

Figure 12: Adjusted Regression Analysis for Log(Y) and X2, X5, X7, and X8

 



11 
 

• As we see from the individual VIF value among the explanatory variables, all of them 

remain low which are all smaller than 5. It indicates the collinearity among explanatory 

variables remain low and it is a good set of explanatory variables.  

• The R-squared of the model at this point is 85.58%.  

• As looking at the individual explanatory variables, X5 variable (floors) still remains high 

in P-value (floors: 0.746). We may consider to remove it in the next regression model.  

 

Figure 13: Adjusted Regression Results Conducted from Minitab 

 

 

At this point, we are still detecting a relatively high P-value in explanatory variable, X5 (floors). 

So, we then decide to remove this variable. We also want to compare with the R-squared of the 

regression after removing the variable.  The result of the regression analysis is followed:  

Remove X5 (floors) Variable  

 

Figure 14: Adjusted Regression Analysis for Log(Y) and X2, X7, and X8
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• The R-squared does not change much after dropping the explanatory variable X5 (from 

85.58% to 85.56%). It indicates that variable X5 does not contribute much to the model 

so it is a good move to drop it.  

• The individual P-value of the remaining explanatory variables look fine. They are 

relatively small value and it indicates that they are significant variables to the model.  

• The overall P-value decreases from 0.001 (initial model) to nearly 0. It indicates that the 

set of explanatory variables that were chosen is fairly a good set from the perspective 

that not all them being equal to zero. And it also indicates to reject the null hypothesis 

in favor of the alternative hypothesis that at least one coefficient is not equal to zero.  

• The F-value is moderately high and it indicates a better fit.  

• The Durbin-Watson Statistic is equal to 1.89534 and it indicates very little to no 

presence of auto-correlation between the variables and observations.  

• The normal probability plot shows that a normal distribution with a mean of zero and 

standard deviation of 0.0896701 fits the residuals well. The points are mostly following 

along with the straight line but there is one point seems to fall outside of the 

confidential boundaries. The P-value is bigger than 0.250 which indicates a good 

measure of the normality test.  

• There is no apparent heteroscedasticity can be found on the graph and the points on 

Versus order graph are relatively chaotic. It means there is evidence to support the 

residuals have a constant variance and they are not infected individually distributed. 

 

Figure 15: Adjusted Regression Results Conducted from Minitab 

 

 

Figure 16: Four in One Plots for Residuals of Log (Price) 
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Figure 17: Probability Plot of Residuals 

 

 

The above graphs and figures support the observations list previously. Now the regression 

model looks great with reasonable low individual P-values and VIF value after removing certain 

explanatory variables. Next, to further improve the performance of the existing model, we look 

at the interaction between explanatory variables when plotted against the explanatory 

variables. The scatter plot below demonstrates the interaction between X2 (bathroom) and X8 

(sqft_above). We then add an addition explanatory variable to see how the performance of the 

existing regression model will be affected.  

 

Figure 18: Plot of Log(Y) Versus Explanatory Variables
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Add a New Explanatory Variable (Xnew): X2 (bathroom) * X8 (sqft_above) 

The following is results of the regression model that consists of new added variable, Xnew:   

Figure 19: Adjusted Regression Analysis for Log(Y) and X2, X7, X8, and Xnew 

 

 

The observations resulting from the adjusted regression model are as follows:  

• The R-Squared value has increased from 85.56% to 85.89% indicates a better fit.  

• The adjusted R-Squared value has increased from 84.99% to 85.13% indicates better fit.  

• The P-value has still remained very low and F-value is moderately high. Each value looks 

fine to the model.  

• The Durbin-Watson statistic is equal to 1.88456 which is still close to 2 indicating very 

little to no presence of auto-correlation.  

• The individual P-value of explanatory variables are all small enough indicating we can 

reject the null hypothesis in favor of the alternative hypothesis that at least one 

coefficient is not equal to zero. 

• The residuals analysis seems to support the normality test assumption for residuals.  

• The normal probability plot shows that a normal distribution with a mean of zero and 

standard deviation of 0.08922 fits the residuals well. The points are mostly following 

along with the straight line but there is one point seems to fall outside of the 

confidential boundaries. The P-value is bigger than 0.250 which indicates a good 

measure of the normality test.  

• There is no apparent heteroscedasticity can be found on the graph and the points on 

Versus order graph are relatively chaotic. 
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Figure 20: Four in One Plots for Residuals of Log (Price) 

 

 

Figure 21: Probability Plot of Residuals 

 

 

Add a Second New Explanatory Variable (Xnew2): X7 (Quality Grade) * X8 (sqft_above) 

We are trying to find out if adding a second variable would result in additional improvement to 

the model. Again, by conducting a regression analysis and comparing the R-Squared results to 

the previous model can give us a clear understanding. In addition, we will also like to focus on 

comparing the individual P-value of the explanatory variables to determine whether or not an 

additional variable improves the existing model.  

The regression analysis results are as follow:  
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Figure 22: Adjusted Regression Analysis for Log(Y) and X2, X7, X8, Xnew and Xnew2

 

 

As comparing on the results of the new model to the existing one, we can conclude that adding 

a second new variable does not improve the regression mode. The following observations 

substantiate the conclusion: 

• Both the R-Squared and Adjusted R-Squared value remain exactly the same as the 

previous model. It indicates adding this variable does not improve the model.  

• The P-value of the Xnew2 variable is extremely high, it indicates this variable is not 

significant and does not contribute much to the performance of the model.  

 

Therefore, we will not add the second new explanatory variable.  

 

Diagnostic Analysis 

Before the final regression model is selected, we want to conduct a diagnostic analysis on the 

model and to identify influential observations. By calculating the TRES and DFIT value from 

Minitab and pasting them on excel, we use the threshold to filter the values that are not in the 

range of the selected threshold. The threshold for TRES is 1.6657 and for DFIT is 0.5. We will 

then find these highlighted rows accordingly on the residual plot to identify if they are 

influential observations. The highlighted rows that are generated from excel is below: 
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Table 2: Highlighted Rows for the Influential Observations in TRES and DFIT 

 

 

There are a number of influential observations detected. For instance, row 52 is detected as the 

point that is located outside of the confidential boundaries on the residual plot. Row 54, 55, 

and 67 are all detected as influential observations since they do not follow strictly of the 

straight line on residual plot. We then check back at the data source and ensure that these data 

are all collected correctly. So, we are keeping all these data point eventually. 

 

At this point, we can conclude that the best fit model is the one presented by the following 

equation:  

 

Log (Price) = 4.9291 + 0.0508 bathrooms + 0.0631 Quality Grade 
+ 0.000108 sqft_above 
- 0.000010 bathrooms * sqft_above 

 

 

The explanatory variables are: 

X2: bathrooms 
X7: Quality Grade 
X8: sqft_above  
Xnew: bathrooms*sqft_above 
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Forecasting Dependent Variable Values 

On this section, we will predict the median and average of Price/Y of a real estate property for 

the following values of the explanatory variables and provide a 95% prediction interval for 

Price/Y and an approximate 95% confidence interval for E[Y]. 

The provided values for each of the explanatory variables are below:  

 

Table 3: Numbers of Attributes to estamate on Price/Y 

 

 

 

As conducting the prediction both from Minitab and excel, we have the results as follow:  

 

Figure 23: Prediction Analysis for the Model Using Provided Inforamtion 

 

 

 

The median of the price of the real estate property is $314,608.44 and the average price of the 

real estate is $321,699.15 using the information from Table 1. The 95% prediction interval for 

Price/Y has a lower bound of $206,589.94 and an upper bound of $479,105.96. For the 

approximate 95% Confidence Interval of E[Price], it has a lower bound of $285,544.93 and an 

upper bound of $346,630.11.  
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Conclusion  

Based on the results we derived from prediction analysis, it is clear to notice that the range for 

the prediction interval of Price/Y is very large. This is because the price of real estate property is 

relatively expensive in reality and can fluctuate a lot as well. The price of a real estate property 

can be influence by many factors. Using the adjusted final model that is selected in the previous 

step, we can see that the numbers of bathrooms, the quality grade of the property, and the 

sqft_above are the factors that generate the prediction of the property price.   

When looking at the final equation of the selected final model, it is important to notice that 

variable X7 (Quality Grade) has the highest coefficient which indicates that it has the largest 

influence on the final prediction of the property price, comparing with other explanatory 

variables in the model. It is quite reasonable since we know that properties with higher quality 

grade tends to have a higher price. For the other two explanatory variables, X2 (Bathroom) and 

X8 (sqft_above), they all have a positive relationship with the property price. They both indicate 

that the increase in both variables will results in the increase of the property price. However, 

the last explanatory variable, Xnew (Bathroom*sqft_above), has a negative relationship with 

the property price. It indicates that it is not necessarily good or desirable when the number of 

bathrooms and the sqft_above of a property are very large. This explanatory variable helps 

adjust the price of property when both the numbers of bathrooms and the sqft_above are too 

large. Therefore, the adjusted model for predicting the property price is recommended for 

homeowners or invertors.  


